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Recommender systems constitute an essential element of the architecture of digital 
platforms. They determine which information is displayed on social media platforms and 
which products are bought on online marketplaces. In this sense, recommender systems 
are a key source of platform power and a tool for private ordering by platform operators.1 
Recently, in a wave of regulatory initiatives for the platform economy, legislators at EU 
level and member state level have started to introduce new regulatory requirements for 
algorithmic rankings and recommendations on digital platforms. Against this background, 
this paper analyzes the emerging regulatory framework for recommender systems from a 
comparative perspective and explores possible alternatives to the current regulatory 
model.  
 
The first part of the paper maps out the emerging EU regulatory framework for 
recommender systems and algorithmic rankings in the platform economy. In doing so, we 
focus in particular on the Platform-to-Business Regulation, the Unfair Commercial 
Practices Directive, the Consumer Rights Directive and the Proposal for a Digital Services 
Act.2 These partially overlapping regulatory instruments mainly require platform operators 
of different categories to disclose the “main parameters” used for recommender systems 
and rankings. The regulatory landscape becomes even more crowded if one takes into 
account also national transparency rules such as the recently adopted German State 
Media Treaty, which formulates additional requirements for the transparency of search 
engine rankings.3 
 
Based on the comparative legal analysis, the second part of the paper highlights several 
limitations of the emerging EU regulatory framework for recommender systems.  First, the 
current EU policy focuses mainly on user-facing transparency requirements and sets a 
rather low bar for recommendation transparency. Second, the recent proliferation of 
transparency requirements across various EU Directives and Regulations leads to 
overlaps, gaps and inconsistencies.4 Third, the transparency-based approach obfuscates 
the implicit regulatory assumptions about substantive fairness requirements for 
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recommender systems and other relevant aspects, e.g. the stability of the ranking 
methodology.5 
 
The third part of the paper explores possible alternatives to the current transparency-based 
approach to the regulation of recommender systems. In particular, we consider recent 
proposals that emphasize “algorithmic choice” instead of “algorithmic transparency”. In this 
sense, platform operators could be compelled to allow users to choose third-party 
recommender systems that interconnect with the platform via application programming 
interfaces (APIs).6 Adding such an editorial layer between platforms and users would 
unbundle content curation from hosting and give users more control and choice over which 
information and products they see on a platform. As a result, this approach could foster 
innovation and diversity in the field of algorithmic recommendations by creating a market 
for recommender systems on top of the current platform ecosystems. 
 
However, as attractive as this may sound from a policy perspective, such a model raises 
a number of questions regarding technical feasibility, economic viability, and data 
protection, which will be further discussed in the paper.7 For assessing the possible 
positive and negative effects of such a market-based model, a comparison is drawn with 
the EU rules on “open banking”, which could serve as a regulatory model for introducing 
platform interfaces that facilitate “open recommendation” via third-party content curation 
algorithms.8  
 
In summary, the paper makes three contributions: First, it maps out the emerging 
regulatory framework for recommender systems in the EU. Second, it identifies the 
limitations of the current regulatory approach based on “algorithmic transparency”. Finally, 
it discusses possible alternative policy models which emphasize “algorithmic choice” and 
identifies areas for further research. 
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